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RESUMEN

Este estudio evalla la viabilidad de aplicar redes neuronales convolucionales, especificamente la arquitectura
U-Net, para la segmentacion semantica de coberturas naturales en imagenes satelitales RGB del conjunto de
datos DeepGlobe. La investigacion se enmarca en el proyecto binacional COMIXTA entre el Instituto
Geogréafico Militar de Chile (IGM) y el Instituto Geografico Agustin Codazzi de Colombia (IGAC), orientado al
fortalecimiento de metodologias cartograficas basadas en inteligencia artificial. Se entrenaron dos versiones
del modelo: una sin un conjunto de validacién explicito y otra empleando una estrategia de validacién simple
con una divisién 80/20 de los datos y un mecanismo de parada anticipada (early stopping). Los resultados
muestran que el modelo sin validacion incurrié en sobreajuste, alcanzando métricas artificialmente elevadas
(loU > 0.83), mientras que el modelo con validacién obtuvo predicciones mas conservadoras pero
generalizables (loU = 0.42). La evaluacion cualitativa revel6 errores sistematicos en la clase “agua” debido al
desbalance en el conjunto de datos. Se utilizaron técnicas como entrenamiento en precision mixta,
normalizacién robusta y activacion GELU para mejorar la eficiencia y estabilidad del aprendizaje. La
implementacion fue realizada en un entorno computacional accesible (GPU NVIDIA T1000), demostrando que
estas metodologias pueden ser replicadas en instituciones publicas con recursos limitados. Este trabajo
establece una base técnica solida para futuras extensiones hacia modelos multiclase, integracion de imagenes
multiespectrales y produccion cartografica automatizada a gran escala.

Palabras clave: segmentacion seméntica, U-Net, cartografia automatizada, imagenes satelitales, inteligencia
artificial geoespacial.

ABSTRACT

This study evaluates the feasibility of applying convolutional neural networks, specifically the U-Net architecture,
for the semantic segmentation of natural land covers in RGB satellite images from the DeepGlobe dataset. The
research is part of the binational COMIXTA project between the Military Geographic Institute of Chile (IGM) and
the Agustin Codazzi Geographic Institute of Colombia (IGAC), aimed at strengthening cartographic
methodologies based on artificial intelligence. Two versions of the model were trained: one without an explicit
validation set and another using a simple validation strategy with an 80/20 data split and an early stopping
mechanism. The results show that the model without validation suffered from overfitting, reaching artificially
high metrics (loU > 0.83), while the model with validation produced more conservative but generalizable
predictions (loU = 0.42). Qualitative evaluation revealed systematic errors in the “water” class due to data
imbalance. Techniques such as mixed precision training, robust normalization, and GELU activation were used
to improve training efficiency and stability. The implementation was carried out in an accessible computing
environment (NVIDIA T1000 GPU), demonstrating that these methodologies can be replicated in public
institutions with limited resources. This work establishes a solid technical foundation for future extensions toward
multiclass models, integration of multispectral imagery, and large-scale automated cartographic production.

Keywords: semantic segmentation, U-Net, automated cartography, satellite imagery, geospatial artificial
intelligence.
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1. INTRODUCCION

La generacién automatizada de cartografia tematica a partir de imagenes satelitales ha experimentado avances
significativos durante la Ultima década, impulsada por el desarrollo de técnicas de aprendizaje profundo que
permiten abordar tareas complejas como la clasificacion del uso y cobertura del suelo con una resolucion sin
precedentes (Zhu et al., 2017; Tuia et al., 2011). En este contexto, la segmentacion semantica asigna una
etiqueta de clase a cada pixel de una imagen, emergiendo como una herramienta prometedora para actualizar
bases cartograficas, monitorear el ambiente y apoyar la planificacion territorial.

El uso creciente de satélites 6pticos de muy alta resolucién espacial (VHR), como WorldView-2/3 o Pleiades,
ha permitido capturar imagenes multiespectrales con resoluciones inferiores a un metro, facilitando la deteccion
precisa de coberturas como cuerpos de agua, vegetacion, estructuras urbanas y areas agricolas (Gémez et
al., 2016). Sin embargo, este incremento en la calidad espacial de los datos ha hecho inviable el procesamiento
manual o semi-manual a gran escala, exigiendo nuevas herramientas que automaticen tareas sin comprometer
la precision topologica ni semantica.

En América Latina, donde la heterogeneidad territorial, la presién sobre los recursos naturales y los riesgos
ambientales requieren de estrategias robustas de monitoreo y gobernanza espacial, la incorporacién de
tecnologias basadas en Inteligencia Atrtificial (I1A) se ha vuelto prioritaria. Instituciones publicas como el Instituto
Geografico Agustin Codazzi (IGAC) de Colombia, han comenzado a integrar modelos de aprendizaje
automatico en sus procesos cartograficos. No obstante, la adaptacion de estas herramientas requiere superar
limitaciones institucionales comunes en la region: escasez de GPU especializadas, datos de entrenamiento
etiquetados limitados y capacidades técnicas dispares.

Entre las soluciones técnicas mas destacadas para la segmentaciéon seméantica de imagenes se encuentra la
red neuronal convolucional U-Net, una arquitectura profunda que ha sido validada tanto en dominios médicos
como geoespaciales (Ronneberger et al., 2015; Volpi & Tuia, 2017). Diseflada originalmente para segmentar
células en imagenes microscopicas, U-Net se caracteriza por una estructura tipo encoder-decoder que permite
reducir la resolucién espacial para extraer caracteristicas globales y luego reconstruirla utilizando skip
connections que preservan detalles locales.

Este estudio se enmarca dentro del proyecto de cooperacion binacional COMIXTA entre el Instituto Geografico
Militar (IGM) de Chile y el IGAC de Colombia, cuyo fin es fortalecer las capacidades técnicas para la produccion
cartografica mediante IA. La presente investigacion constituye una primera aproximacion orientada a evaluar
la factibilidad de aplicar la arquitectura U-Net para la segmentacion semantica de coberturas de bosque y agua
en imagenes RGB del conjunto de datos de referencia DeepGlobe. Para evaluar el impacto del sobreajuste, un
riesgo inherente en modelos de aprendizaje profundo, se compara el desempefio de un modelo entrenado sin
validacién explicita frente a otro entrenado con una division 80/20 y un mecanismo de parada anticipada.

2. MATERIALES Y METODOS

Este apartado describe los datos utilizados, la configuracion computacional empleada, la arquitectura del
modelo y las técnicas de preprocesamiento adoptadas. La metodologia ha sido disefiada bajo principios de
transparencia, reproducibilidad y adaptabilidad institucional.

2.1 Datos

El presente estudio utiliza como fuente primaria el conjunto de datos del DeepGlobe Land Cover Classification
Challenge (Demir et al.,, 2018), una referencia internacional ampliamente empleada en competencias de
segmentacion semantica aplicadas a imagenes satelitales de muy alta resoluciéon (VHR). Este dataset fue
originalmente curado para fomentar el desarrollo de algoritmos robustos de clasificacion de cobertura del suelo
a partir de imagenes RGB capturadas por el satélite WorldView-3, el cual ofrece una resolucion espacial nativa
de 50 cm por pixel.El conjunto completo utilizado contiene 803 imagenes RGB anotadas con mascaras de
segmentacion que cubren siete clases principales de uso del suelo: bosque, agua, tierras agricolas, areas
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urbanas, pastizales, tierras aridas y otros. No obstante, para efectos de esta primera implementacion y con el
fin de simplificar la tarea desde el punto de vista computacional y analitico, se restringié la segmentacion a dos
clases de interés geografico: bosque y agua.

Para reducir la carga computacional y adaptar las entradas al modelo, las imagenes fueron redimensionadas
de su resolucion original de 1448x1448 a 256x256 pixeles mediante interpolacion bilineal. Las mascaras
multiclase originales fueron procesadas para generar una mascara de salida de dos canales, donde cada canal
corresponde a una de las clases de interés. Para ello, se aplic6 una codificacién estricta basada en
umbralizacién de color: el verde puro (0, 255, 0) se asigné a la clase "bosque" y el azul puro (0, 0, 255) a la
clase "agua".

El enfoque binario adoptado también responde a la necesidad de desarrollar una linea base robusta y
escalable. Trabajar inicialmente con dos clases permite aislar los efectos de la arquitectura del modelo y del
preprocesamiento, sin la interferencia de problemas de desbalance extremo entre clases o ambigliedades
semanticas entre coberturas similares. La imagen utilizada para la inferencia de los modelos corresponde al
area que cubre la carta G-102 NE escala 1:25.000, ubicada en la regién de La Araucania, provincia de Cautin,
comuna de Cunco, Chile.

2.2 Hardware y entorno de ejecucién

El desarrollo completo de los experimentos fue realizado utilizando Python 3.10 como lenguaje principal,
implementado sobre el entorno interactivo Jupyter Notebook, lo que permitié una rapida iteracion y visualizacion
intermedia de resultados. Este entorno es reconocido por su utilidad en tareas de ciencia de datos, aprendizaje
profundo, y a su vez, ha sido recomendado por plataformas como EarthAl, Radiant MLHub y otras iniciativas
de inteligencia geoespacial reproducible (Kedron et al., 2021).

Desde el punto de vista del hardware, la ejecucién se llevé a cabo en un workstation con sistema operativo
Windows 10, procesador Intel Xeon Silver 4208, y una GPU NVIDIA T1000 de 8 GB, compatible con la
arquitectura CUDA 11.8. Esta configuracién representa una infraestructura basica-intermedia, disponible en
muchos centros de investigacion e instituciones técnicas de América Latina, lo que la convierte en un entorno
representativo para validar la viabilidad de soluciones de IA aplicada en contextos con limitaciones
presupuestarias.

Se utilizé la biblioteca PyTorch 2.0 como marco principal para la definicién y entrenamiento del modelo, dada
su flexibilidad y compatibilidad con entrenamiento en GPU. Se integraron ademas bibliotecas complementarias
como torchvision, numpy, scikit-learn, matplotlib, tgdm, Pillow y rasterio. Este entorno demostrd ser suficiente
para entrenar modelos U-Net con lotes de hasta 8 imagenes por iteracion sin saturar la memoria de la GPU.

2.3 Arquitectura del modelo

Se implementd la arquitectura U-Net, originalmente propuesta por Ronneberger et al. (2015) para la
segmentacion de estructuras celulares en imagenes biomédicas. Esta red convolucional profunda ha
demostrado resultados excepcionales en tareas de segmentacién seméntica densa, incluyendo aplicaciones
remotas y cartogréficas (Maggiori et al., 2017; Volpi & Tuia, 2017). Su disefio tipo encoder-decoder permite
capturar informacién contextual de largo alcance al tiempo que preserva detalles espaciales locales mediante
skip connections simétricas.

En este estudio, la U-Net fue adaptada para trabajar con 3 canales de entrada (RGB) y 2 canales de salida,
correspondientes a las clases "bosque" y "agua". El encoder consta de cinco bloques secuenciales, cada uno
compuesto por capas Conv2d con kernel 3x3, normalizacién por lotes (BatchNorm2d), y activacion GELU
(Gaussian Error Linear Unit).
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Figura 1. Estructura modelo U-Net. Fuente: Elaboracién propia, 2025.

La eleccién de GELU en lugar de la activacion RelLU estandar se baso en la hipotesis de que su naturaleza
estocastica y su transicion suave podrian favorecer una mejor propagaciéon de gradientes en el contexto de
coberturas naturales con bordes difusos (Hendrycks & Gimpel, 2016). El decoder replica la estructura del
encoder pero en orden inverso, utilizando ConvTranspose2d para realizar upsampling progresivo. En cada
nivel, se concatenan las caracteristicas del encoder mediante skip connections, lo que permite recuperar
detalles de borde perdidos durante la contraccion.

2.4 Normalizacion y preprocesamiento

El preprocesamiento de los datos es una etapa critica en la eficacia del entrenamiento de redes neuronales
profundas, especialmente cuando se trabaja con datos visuales provenientes de sensores remotos (Zhu et al.,
2017). En este trabajo, se adoptd una estrategia de normalizaciéon robusta, basada en la mediana y el rango
intercuartilico de los datos de entrenamiento, utilizando el algoritmo RobustScaler de la biblioteca scikit-learn.

Esta técnica se diferencia de las normalizaciones clasicas al no verse afectada por valores extremos o
distribuciones sesgadas, lo que resulta particularmente til cuando las imagenes contienen zonas saturadas,
sombras profundas o artefactos por nubes. Tal como lo demuestran loffe y Szegedy (2015), la normalizacién
adecuada de las entradas puede acelerar la convergencia del modelo y reducir la dependencia de la
inicializacion de pesos.

El pipeline de preprocesamiento siguio las siguientes etapas: redimensionamiento a 256x256 pixeles mediante
interpolacion bilineal, conversion a tensor mediante ToTensor() de torchvision, y normalizacién robusta
ajustada sobre una muestra del conjunto de entrenamiento. Para las mascaras, se aplicd un procedimiento
paralelo de redimensionamiento seguido por umbralizacion vectorizada para generar tensores binarios por
clase.
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2.5 Optimizacion y entrenamiento

El proceso de entrenamiento del modelo U-Net fue disefiado considerando principios de eficiencia
computacional y estabilidad numérica. Se implementd un esquema de entrenamiento en precision mixta (mixed
precision training), activado mediante el médulo torch.amp de PyTorch. Esta técnica permite realizar célculos
intermedios en coma flotante de 16 bits (FP16) mientras se mantienen acumuladores en 32 bits (FP32),
reduciendo el uso de memoria y acelerando los tiempos de computo sin pérdida significativa de precision
(Micikevicius et al., 2018).

Se utilizdé como funcién de pérdida la BCEWithLogitsLoss, especialmente disefiada para tareas de
segmentacién binaria multicanal. El optimizador adoptado fue AdamW, una variante de Adam con
desacoplamiento explicito del término de regularizacion weight_decay, lo que mejora la generalizacion al
prevenir la acumulacién de pesos excesivos en redes profundas (Loshchilov & Hutter, 2019). Se fijé un
learning_rate inicial de 3e-4 y un weight_decay de 1e-4 como configuracion base.

La estrategia experimental se dividio en dos fases para evaluar el impacto del sobreajuste. Modelo 1 (Sin
Validacién): se entrend utilizando el 100% de los datos durante 100 épocas, sin un conjunto de validacién para
monitoreo. Modelo 2 (Con Validacion y Parada Anticipada): los datos se dividieron en conjuntos de
entrenamiento (80%) y validacion (20%) mediante una particion estratificada y reproducible. Este modelo se
entrend con un mecanismo de parada anticipada que detenia el proceso si el

2.6 Estrategia de validacién y parada anticipada

La validaciéon simple fue implementada como una estrategia fundamental para evaluar la capacidad del modelo
de generalizar a datos no vistos. Se utilizé una divisién simple (hold-out) del 80/20 mediante train_test_split,
asegurando una distribucidn aleatoria y balanceada de clases. Esta decisibn metodolégica se fundamenta en
la alta dependencia espacial inherente a los datos satelitales (Tuia et al., 2011).

En cada época, el modelo fue evaluado contra el conjunto de validacién y se calcularon métricas promedio por
canal. Como criterio de interrupcion temprana, se definié que el entrenamiento debia finalizar si no se
observaba mejora en el loU de validacién durante 15 épocas consecutivas. Esta técnica de early stopping ha
demostrado ser efectiva para prevenir el sobreajuste en tareas con conjuntos de datos de tamafio medio o
reducido (Bengio, 2012). La implementacién practica permiti6 detener el entrenamiento en la época 68,
representando una reduccién de 60% en el tiempo de cOmputo respecto al limite superior originalmente
previsto.

2.7 Meétricas utilizadas

La evaluacion del rendimiento del modelo fue realizada mediante tres métricas clasicas en tareas de
segmentacion semantica binaria, calculadas de forma independiente para cada canal de salida y luego
promediadas para generar un indicador global:

o loU (Intersection over Union): También conocido como indice de Jaccard, mide la interseccién entre la
prediccion y la verdad terreno, dividida por su union. Es especialmente Util en segmentacion semantica,
debido a que penaliza tanto los falsos positivos como los falsos negativos (Everingham et al., 2010).

o Precision: Define la proporcion de verdaderos positivos sobre todos los positivos predichos. Una alta
precision indica que las areas detectadas como pertenecientes a una clase realmente lo son, lo que
reduce el riesgo de sobresegmentacion (Sokolova & Lapalme, 2009).

o Recall: Mide la proporcion de verdaderos positivos sobre el total de instancias reales. Es clave en

contextos donde las omisiones pueden tener consecuencias significativas, como la subdeteccién de
cuerpos de agua o masas forestales dispersas.
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2.8 Evaluacion visual y validacion cualitativa

La evaluacién cuantitativa fue complementada mediante una validacion cualitativa, consistente en la
visualizacion de resultados sobre imagenes satelitales no vistas durante el entrenamiento. Esta evaluacién
visual tuvo como objetivo verificar la coherencia espacial de las predicciones y su correspondencia con la
morfologia de los objetos geograficos segmentados. Se prestd especial atencion a la continuidad de los bordes,
la deteccién de fragmentos pequefios y la supresion de falsas detecciones.

3. RESULTADOS
Esta seccion presenta los resultados del estudio en cuatro andlisis complementarios: comparacién de modelos
entrenados con y sin validacion, evaluacion cualitativa visual de las predicciones, sintesis de métricas finales,

y andlisis del desempefio desagregado por clase (bosque vs. agua).

3.1 Comparacion entre modelos con y sin validacion

La investigacion evalu6 el desempefio de dos configuraciones de la arquitectura U-Net para segmentacién
semantica de coberturas naturales, centrandose en las clases "bosque" y "agua". El modelo 1 fue entrenado
durante 100 épocas utilizando la totalidad del conjunto de datos, sin segmentar un subconjunto especifico para
validacion. Por su parte, el modelo 2 fue entrenado bajo una estrategia metodol6gicamente més robusta: se
reservé un 20% de los datos para validacién, y se utilizé6 una técnica de early stopping, que detuvo el
entrenamiento tras 15 épocas consecutivas sin mejora en el loU de validacion.

Métricas de rendimiento durante el entrenamiento

0.8

0.6

Score

0.4

0.2

— ol
—— Precision
—— Recall

0 20 40 60 30 100
Epoca

Figura 2: Grafico comparativo de métricas de evaluacion de modelo 1. Fuente: Elaboracion propia, 2025.

En el caso del modelo 1 (Figura 2), se observa una disminucién continua de la funcién de pérdida hasta valores
cercanos a 0.01 al finalizar el entrenamiento, junto con un aumento progresivo del loU que alcanza valores
superiores a 0.83. A primera vista, esto podria interpretarse como una sefial de éxito, no obstante, al no existir
un conjunto de validacion independiente, estos resultados deben ser considerados con cautela, debido a que
reflejan el ajuste del modelo al conjunto de entrenamiento y no necesariamente su capacidad para predecir
nuevos datos.

En la Figura 3, correspondiente al modelo 2, se observa una dindmica distinta. Durante las primeras 30-35
épocas, tanto la pérdida de entrenamiento como la de validacién disminuyen significativamente. Sin embargo,
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a partir de ese punto, la curva de validacion se estabiliza en torno a 0.08, mientras que la de entrenamiento
sigue descendiendo. Esta divergencia indica el inicio del sobreajuste, pero gracias al mecanismo de parada
anticipada, el entrenamiento se interrumpe antes de que el modelo se sobreentrene gravemente. El loU de
validacion se estabiliza en torno a 0.42.

Historial de Entrenamiento - U-Net 256x256
Pérdida (Loss)

loU (Intersection over Union)
o8 T

Entrenamiento

—— \alidacion

lou

10 20 30 40 50 6 70 0 )t 20 30 40 50 60 70
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Precision Recall

— Entrenamiento —— Entrenamiento

0.8 | = validacion

084 = ‘elidacién

Precision

) 10 20 30 40 so 60 70 0 10 20 30 «© S0 60 70
Epoca Epoca

Figura 3. Grafico comparativo de métricas de evaluacion de modelo 2. Fuente: Elaboracién propia, 2025.

Otro aspecto relevante es el comportamiento de las métricas de precisién y recall. El modelo 1 exhibe valores
superiores al 89% en ambas, pero solo sobre entrenamiento. El modelo 2 alcanza un maximo de 64.1% de
precision y 47.58% de recall sobre validacion. Esta asimetria revela que, aunque el modelo validado tiene un
rendimiento cuantitativo inferior, es mucho menos propenso a cometer errores de generalizacién. En
aplicaciones cartogréficas, donde la fiabilidad y coherencia morfol6gica son claves, estos resultados sugieren
gue el modelo con validacién ofrece una base mas segura para futuras implementaciones.

3.2 Resultados cualitativos

La evaluacion cualitativa de los modelos es crucial para complementar el andlisis numérico y captar
dimensiones morfoldgicas, espaciales y operativas que no siempre son visibles a través de métricas
tradicionales. Se examinan los resultados visuales generados por ambos modelos sobre escenas no vistas del
conjunto de datos DeepGlobe, con especial énfasis en la deteccion de las clases "bosque" y "agua".

El modelo 1, entrenado sin validacion, produjo segmentaciones extensas y con alta densidad tematica para la
clase “bosque”. En la Figura 4, el modelo clasifica como vegetacién zonas periféricas, caminos, areas agricolas
y otras superficies que, si bien pueden compartir tonalidades verdes, no corresponden a bosque real. Esta
tendencia a la sobresegmentacion puede atribuirse a una sobreoptimizacion de los pesos del modelo hacia
caracteristicas superficiales frecuentes en el conjunto de entrenamiento. Ademas, se evidencian errores de
clasificacién en cuerpos de agua, como falsas detecciones en zonas de sombra o sobre areas hiimedas no
permanentes.
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Figura 4. Resultado de inferencia de modelo 1. Fuente: Elaboracién propia, 2025.

Superposicién (Original + Mascara)

2000

4000

6000

8000

10000

12000

14000

0 2000 4000 6000 8000 10000 12000
Figura 5. Resultado de inferencia de modelo 2. Fuente: Elaboracion propia, 2025.
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Por el contrario, el modelo 2, entrenado con validacion y parada anticipada, muestra un comportamiento mas
prudente y ajustado. En la Figura 5 se observa que las areas clasificadas como bosque son menos extensas,
pero coinciden con mayor precision con los objetos reales visibles en la imagen RGB.

La cobertura de agua, aunque reducida, se localiza preferentemente en zonas correctas, y los limites entre
clases presentan mayor nitidez y congruencia morfolégica. Este modelo logra preservar la geometria original
de las coberturas con mayor fidelidad, especialmente en regiones de transicidn entre bosque y suelo desnudo.

El contraste entre ambos modelos no solo revela diferencias en la cantidad de &rea clasificada, sino también
en la calidad espacial de las predicciones. El modelo 1 tiende a generar mascaras densas, continuas y con
bordes irregulares, mientras que el modelo 2 opta por segmentaciones mas parciales pero coherentes, con
geometria interna mas ajustada a los objetos reales. Esto se traduce en un menor nimero de falsos positivos
en el modelo 2, incluso a costa de omitir algunos fragmentos pequefios de cobertura verdadera (falsos
negativos), tal como lo representa la figura 6.

Desde un punto de vista operativo, las segmentaciones del modelo 2 resultarian méas Utiles para tareas de
monitoreo ambiental o generacién de mapas teméticos, debido a que reducen el ruido cartogréafico y mejoran
la confianza en la interpretacion visual. La fidelidad morfolégica de los objetos detectados, la supresion de
errores sistematicos y la coherencia espacial en zonas heterogéneas refuerzan su aplicabilidad institucional.

La evaluacion cualitativa corrobora que el modelo con validaciéon no solo generaliza mejor desde el punto de
vista numérico, sino que también produce salidas mas realistas, cartograficamente aceptables y (tiles para
analisis geoespacial. Esta dimensién visual, frecuentemente descuidada en la literatura técnica, debe ser
integrada sistematicamente en la validacion de modelos de segmentacion, especialmente en instituciones
publicas donde la calidad del producto final tiene implicancias legales, operativas y sociales.

SIMBOLOGIA |
Bosgue - Coincidencia |
H Aguz - Coincidencia |
E Eosque - Diferencia
Agua - Diferencia
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3.3 Comparacion de métricas finales

La comparacion de métricas finales entre los modelos entrenados con y sin validaciéon permite cuantificar de
manera precisa el impacto del sobreajuste, la estabilidad del entrenamiento y la generalizacion sobre datos no
vistos.

El modelo 1 completd 100 épocas y alcanzé un loU final de 0.8409, con una precision de 0.8957 y un recall de
0.8738. La pérdida final fue de apenas 0.0096. Si bien estos valores pueden interpretarse como un éxito en
términos de ajuste al conjunto de datos, fueron calculados exclusivamente sobre el mismo conjunto con el cual
el modelo fue entrenado, lo que impide evaluar su capacidad de generalizacion.

En contraste, el modelo 2 se detuvo en la época 68, con un loU de validacion de 0.4213, precisiéon de 0.6409
y recall de 0.4758. A diferencia del modelo 1, los valores del modelo 2 fueron obtenidos sobre un conjunto de
validacion independiente, lo que les confiere una mayor validez para medir el desempefio real del modelo ante
datos no vistos.

La siguiente tabla resume y compara ambas configuraciones:

Tabla 1: Tabla comparativa de métricas de evaluaciéon entre el modelo 1y 2. Fuente: Elaboracion propia,

2025.
Métrica | Modelo 1 (Sin Validacién) | Modelo 2 (Con Validacién)
Pérdida final 0.0096 (train) 0.0817 (val) / 0.0187 (train)
loU 0.8409 (train) 0.4213 (val) / 0.7798 (train)
Precisién 0.8957 (train) 0.6409 (val) / 0.8629 (train)
Recall 0.8738 (train) 0.4758 (val) / 0.8297 (train)
Epoca 100 68

Como se puede observar en la tabla 1, las métricas del modelo 2 son sisteméticamente inferiores en validacion
en comparacién con el entrenamiento del modelo 1, pero presentan una evaluacion mas certera y fidedigna de
la capacidad del modelo para generalizar. Es importante destacar que el modelo 2 también logré una reduccion
del 32% en tiempo de entrenamiento gracias a la parada anticipada.

Desde una perspectiva operativa, el modelo validado se muestra como una opcion mas robusta y confiable,
pese a que sus cifras puedan parecer mas modestas. Este resultado refuerza la idea de que el desempefio en
entrenamiento no es un indicador suficiente para validar modelos destinados a aplicaciones geoespaciales o
cartograficas. La validacion externa, la estabilidad de las curvas de métricas y el monitoreo continuo del
sobreajuste son condiciones necesarias para garantizar resultados interpretables y reproducibles.

3.4 Evaluacién de clase: bosque vs. Agua

La evaluacion desagregada por clase permitié detectar diferencias significativas en el comportamiento del
modelo frente a las coberturas "bosque" y "agua”, revelando una segmentacion notablemente més eficaz en la
primera clase. Esta asimetria se explica por varios factores: la clase bosque estuvo presente en la mayoria de
las imagenes, otorgandole mayor representacion estadistica durante el entrenamiento. En cambio, la clase
agua aparecio en menor proporcion, afectando negativamente su aprendizaje. Ademas, las zonas boscosas
presentan patrones de textura y color mas consistentes en las bandas RGB, mientras que el agua puede variar
considerablemente en tonalidad segun profundidad, turbidez o reflejos.

4. DISCUSION

Los resultados obtenidos permiten establecer una base critica para la evaluacion del desempefio de
arquitecturas convolucionales en tareas de segmentacion semantica sobre imagenes satelitales RGB. Los
hallazgos revelan implicancias metodologicas relevantes para futuras aplicaciones cartogréaficas institucionales
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y contribuyen al desarrollo de mejores practicas en contextos de datos limitados y recursos computacionales
moderados.

4.1 Sobreajuste y validacion simple

Los resultados ilustran una tensién fundamental en aprendizaje profundo aplicado a geoinformacion: el
equilibrio entre precision técnica y utilidad operativa. La literatura en inteligencia artificial geoespacial (Tuia et
al., 2011; Zhu et al., 2017) documenta consistentemente este dilema, donde modelos aparentemente exitosos
fallan al enfrentar variabilidad espacial real.

Entrenar modelos sin validacion externa puede generar una falsa sensacion de éxito y conducir a la adopcién
de modelos que fallan catastréficamente al ser aplicados en nuevos contextos. Esta situacion es
particularmente critica en instituciones cartograficas o ambientales, donde las decisiones basadas en estos
modelos tienen implicancias operativas, econémicas y legales. Por ello, la validacion simple debe considerarse
un minimo obligatorio, incluso en contextos con datos escasos.

La eficiencia computacional observada (32% reduccion en tiempo de entrenamiento) tiene implicaciones
estratégicas para instituciones publicas latinoamericanas. Esta optimizacidon temporal resulta crucial cuando
los recursos computacionales son limitados y la sostenibilidad operativa depende de ciclos de entrenamiento
eficientes.

4.2 Balance de clases y segmentacién desigual

El desbalance observado refleja un problema estructural en datasets de teledeteccion: la sobrerrepresentacion
de coberturas extensas versus elementos puntuales o lineales. Esta asimetria, documentada por Buda et al.
(2018), requiere estrategias correctivas especificas como funciones de pérdida ponderadas o técnicas de
remuestreo adaptativo.

Ademas del desbalance numérico, se identificaron desafios relacionados con la ambigiiedad espectral de la
clase agua, la cual fue confundida con sombras, suelos oscuros o &reas humedas temporales. Frente a este
escenario, se sugiere que futuras investigaciones consideren el uso de estrategias adicionales para mitigar el
efecto del desbalance, tales como el uso de funciones de pérdida focalizadas (Lin et al., 2020), muestreo
estratificado por clase o aumento sintético de muestras subrepresentadas.

4.3 Activacion GELU y normalizacion robusta

La eleccion de la funcién de activacion GELU en lugar de ReLU representé un cambio estratégico que aporto
beneficios en la estabilidad del entrenamiento. GELU, introducida por Hendrycks y Gimpel (2016), permite
transiciones suaves entre regiones lineales y no lineales, mejorando la propagacién de gradientes y reduciendo
la probabilidad de neuronas inactivas. Esta propiedad fue especialmente Util en el contexto de segmentacion
sobre datos naturales con alta variabilidad local.

Ademaés, se implementé una normalizacién robusta de los datos de entrada mediante el escalador
RobustScaler, basado en la mediana y el rango intercuartilico. A diferencia de la normalizacién estandar (media
y desviacion tipica), este enfoque es menos sensible a valores atipicos, condicion comin en imagenes épticas
con nubosidad parcial, sombras topograficas o reflexiones especulares. Este tipo de normalizacion ha sido
sugerido por loffe y Szegedy (2015) y resulta particularmente efectiva en escenarios donde las condiciones de
adquisicién varian significativamente entre escenas.

En conjunto, estas decisiones técnicas contribuyeron a un entrenamiento méas estable, permitiendo converger
sin requerir arquitecturas mas profundas o mecanismos de regularizacién adicionales.

4.4 Comparacion con estudios previos
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Al comparar los resultados obtenidos con la literatura existente, se observa una correspondencia razonable en
términos de desempefio general. Li et al. (2020), en su trabajo sobre deteccién de deforestacion con imagenes
Sentinel-2, lograron resultados robustos utilizando una base arquitectonica similar, empleando la arquitectura
U-Net e incorporando mecanismos de atencion espacial.

El valor de loU = 0.42 alcanzado en validacion se considera un punto de partida coherente con la literatura,
especialmente considerando que se obtuvo sin aplicar técnicas adicionales como data augmentation, sin
mecanismos de atencién en la arquitectura base, utilizando Gnicamente insumo de imagenes RGB sin
informacion multiespectral, y entrenando en un entorno de recursos computacionales limitados.

Esto sugiere que el pipeline desarrollado constituye una linea base sélida sobre la cual se pueden incorporar
mejoras incrementales, como arquitecturas mas complejas (U-Net++ o Attention U-Net), funciones de pérdida
adaptativas, segmentacion multiclase o integracién de datos multitemporales. Es fundamental reconocer que
el dataset DeepGlobe, si bien sirve como estandar para validacién inicial, presenta limitaciones en su
representatividad para los ecosistemas especificos de Chile y Colombia. Un paso futuro ineludible sera la
curacion de datasets locales para validar el modelo en los territorios de interés del proyecto COMIXTA,
permitiendo evaluar su desempefio en condiciones geogréaficas y ambientales propias de la regién.

5. CONCLUSIONES

Este estudio exploratorio establece una promisoria linea base metodolégica para la implementacién de un
pipeline de segmentacion semantica basado en U-Net sobre imagenes RGB del conjunto de datos DeepGlobe,
incluso bajo restricciones computacionales tipicas de instituciones cartograficas publicas en América Latina.
Los resultados obtenidos permiten derivar un conjunto de conclusiones metodolégicas, técnicas e
institucionales:

1. Importancia de la validacién simple como mecanismo de control del sobreajuste: La comparacién
experimental demostré de manera concluyente que entrenar redes profundas sin un mecanismo de
evaluacion intermedio conduce a un sobreajuste severo y a métricas de rendimiento engafiosas. La
implementacion de una estrategia de validacién con parada anticipada fue fundamental para obtener
un modelo con predicciones mas conservadoras y morfolégicamente coherentes, tal como
recomiendan Zhu et al. (2017) y Bengio (2012).

2. Eficacia y adaptabilidad de la arquitectura U-Net: La arquitectura U-Net, a pesar de haber sido
originalmente disefiada para segmentacion biomédica, demostré ser eficaz en tareas geoespaciales
de clasificacion binaria. Su disefio basado en encoder-decoder y skip connections permite preservar
tanto el contexto global como los detalles espaciales finos, lo que resulta fundamental en la generacién
de mapas tematicos de alta resolucion.

3. Limitaciones asociadas al conjunto de datos y desbalance de clases: La reduccién del problema a una
clasificacién binaria facilité el entrenamiento, pero también expuso las limitaciones inherentes al
desequilibrio entre clases. La clase "agua" fue sisteméaticamente subsegmentada por el modelo,
reflejando la necesidad de aplicar técnicas correctivas en futuros desarrollos.Es fundamental reconocer
dos limitaciones metodologicas clave. Primero, si bien el dataset DeepGlobe sirve como un estandar
para la validacion inicial, su representatividad para los ecosistemas especificos de Chile y Colombia
es limitada. Segundo, la decisiéon de reducir la resolucion de las imagenes de 1448x1448 a 256x256
pixeles constituye una limitacion técnica significativa que afecta la delineacion precisa de objetos
pequefios.

4. Viabilidad técnica en entornos institucionales con recursos limitados: Este estudio demuestra que es
factible prototipar y validar metodologias de segmentacién semantica sin recurrir a infraestructura de
alto rendimiento. Mediante el uso de software de cddigo abierto y una GPU de gama media, se logré
un flujo de trabajo eficiente, replicable y modular.

5. Relevancia estratégica en el marco de cooperacion binacional COMIXTA: Este estudio se enmarca en
un esfuerzo conjunto entre el IGM de Chile y el IGAC de Colombia, como parte del proyecto binacional
COMIXTA. La colaboracion entre ambos institutos ha permitido avanzar hacia la estandarizacion de
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procesos de validacion cartografica asistida por algoritmos, proyectando la posibilidad de una futura
red regional de produccién cartografica automatizada.

A partir de esta base, se proyectan lineas futuras de investigacion orientadas a consolidar un marco
metodoldgico institucional robusto, incluyendo la extension del modelo a tareas multiclase, la integracion de
informacion adicional como bandas multiespectrales o datos multitemporales, y la incorporacion de flujos de
trabajo de georreferenciacion y post-procesamiento vectorial para la produccién cartogréfica oficial.A partir de
esta base, se proyectan lineas futuras de investigacion orientadas a consolidar un marco metodolégico
institucional robusto, estructuradas jerarquicamente segun su prioridad de implementacién: Fase 1 —
Optimizacién del modelo base: aplicar técnicas de data augmentation para balancear clases y aumentar la
robustez del modelo, implementar funciones de pérdida ponderadas (Focal Loss, Dice Loss) para mitigar el
desbalance de clases, y desarrollar una estrategia de inferencia por mosaico (tiling) para procesar imagenes
en resolucién nativa; Fase 2 — Expansion de capacidades: extender el modelo a tareas multiclase incluyendo
areas urbanas, suelo desnudo y cultivos, integrar informacién espectral adicional como bandas
multiespectrales (NDVI, SWIR), e incorporar datos multitemporales para la deteccion de cambios en
coberturas; Fase 3 — Escalamiento operativo: implementar flujos de trabajo de georreferenciacién y post-
procesamiento vectorial, validar el modelo sobre datasets locales de Chile y Colombia, y desarrollar protocolos
de produccion cartografica oficial automatizada. Estos avances permitiran responder con mayor eficacia a los
desafios actuales en planificacién territorial, monitoreo ambiental y generacién de informacién geoespacial de
calidad.
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